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Abstract: Discrete event system (DES) models promote system
engineering, including system design, verification, and assess-
ment. The advancement in manufacturing technology has
endowed us to fabricate complex industrial systems. Conse-
quently, the adoption of advanced modeling methodologies
adept at handling complexity and scalability is imperative. More-
over, industrial systems are no longer quiescent, thus the intelli-
gent operations of the systems should be dynamically specified
in the model. In this paper, the composition of the subsystem
behaviors is studied to generate the complexity and scalability of
the global system model, and a Boolean semantic specifying
algorithm is proposed for generating dynamic intelligent opera-
tions in the model. In traditional modeling approaches, the
change or addition of specifications always necessitates the
complete resubmission of the system model, a resource-con-
suming and error-prone process. Compared with traditional
approaches, our approach has three remarkable advantages:
(i) an established Boolean semantic can be fitful for all kinds of
systems; (ii) there is no need to resubmit the system model
whenever there is a change or addition of the operations;
(i) multiple specifying tasks can be easily achieved by continu-
ously adding a new semantic. Thus, this general modeling
approach has wide potential for future complex and intelligent
industrial systems.
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1. Introduction

The model-based systems engineering illustrates the
physical behaviors, intelligent operations, component
cooperating relationships, and architectures of complex
and intelligent industrial systems by formal methodology
[1], which is always used in system design, behavior simu-
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lation and control, dependability assessment, and pro-
perty verification [2-5]. Discrete event system (DES) th-
eory [6,7] is commonly applied in model-based system
engineering, and it has two advantages: the states intu-
itively illustrate the structure of the system, and the tran-
sitions intuitively illustrate the behaviors [8]. Modeling
methods for DES, such as stochastic Petri nets [9],
Markov chains [10] and automaton theory [11] are com-
monly used. The Markov stochastic processes are memo-
ryless [12]: the next state only depends on the current
state regardless of any past evolution [13,14]. The conti-
nuous time Markov chains (CTMC) express state transi-
tions by relying on event occurrence rates [15,16]. In the
process of modeling, the global system behavior needs to
be built out of its individual components. Thus, the com-
position of the individual models in order to generate the
system model is a required step. Moreover, additional
behavioral specifications need to be modeled and com-
posed into the global result. Petri nets can be composed
by using the interconnection operation [17]. Automaton
theory [18] delves into abstract machines and computa-
tional processes. It serves as a cornerstone in computer
science [19], wielding significant influence across diverse
domains such as formal languages, compiler design, arti-
ficial intelligence, and algorithm analysis. Nevertheless,
there are three problems that restrict the wide applica-
tions and development of automaton theory in system
engineering.

(i) With the advancement of modern manufacturing
techniques, industrial systems have become increasingly
complex [20]. Consequently, the system mock-up mo-
dels have also grown in complexity, detail, and scale,
often comprising thousands of states and transitions
[21,22]. Thus, manual modeling work of engineers will
be burdensome, the accuracy of the model will be lost,
and the huge model will be less explainable for describ-
ing the system with numerous states and transitions.
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(i1) As human beings enter the era of intelligence, the
application of intelligent controls and operations to indus-
trial systems must be dynamic, given that these systems
are not static entities. Therefore, the system model should
be evolvable by dynamically specifying the operations
[23,24]. In the traditional approaches, it is necessary to
design a specification automaton that contains the infor-
mation about intelligent operation, and then the system
model will be successfully specified by composing this
specification automaton with the system model
[6,25-27]. As industrial systems and operations become
increasingly large and complex [28], the implementation
of specification automaton will be a huge challenge even
for experienced system engineers. It is very difficult or
even impossible for an engineer to artificially consider
every detailed transiting trajectory among the thousands
of states in the system model. Moreover, designing state
transition functions to fully present the intelligent opera-
tions in the specification model is also difficult for engi-
neers. Additionally, a change or an addition of intelligent
operations will totally lead to a resubmission of the previ-
ous models. Consequently, there arises a need to recon-
sider the system model and redesign the specification
model. This means that the traditional specifying
approaches lack generality and compatibility, especially
when facing multiple specifying tasks for one system or
the same operation in different systems.

(iii) In traditional automaton theory [29], the composi-
tion of the system model and operating specification
models results in a Cartesian product [30] of the states
and transitions. Introducing an extra state in either the
specification or system model will lead to a double
growth of the state set in the target model [31]. As the
system and specification models become huge, there is a
risk of state explosion, and the target model will lose its
function.

To solve above problems, in this work, Boolean
semantically enhanced automaton is studied. In the com-
ponent model, the Boolean symbol is used to associate
with the states, allowing for a thorough illustration of the
detailed behaviors of the components. To handle scalabi-
lity, the composition of these new component models is
developed to automatically generate the global system
model. The Boolean labels are conjunct via this composi-
tion, so all states could be expressed by the Boolean
information in the system model. To address the specify-
ing problem of intelligent operations, easily constructed
Boolean semantics are created to replace the skill-calling
specification automaton. Boolean logic is used to iden-
tify the state labels and the event sequence is used to
illustrate the operation information, thereby driving the
model evolution. The proposed Boolean semantics speci-
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fication algorithm can dynamically generate intelligent
operations in the model. Due to the robust expressive
power of Boolean semantics, the main contributions of
this paper include the following three aspects: (i) Scala-
bility. By continuously adding new Boolean semantics,
various specification tasks can be easily accomplished.
(i) Agility. This approach exhibits strong compatibility,
requiring no alteration to the design of the Boolean
semantics specification automaton whenever the model
changes. (iii) Universality. An established Boolean
semantic can be fitful for all kinds of systems.

This paper is arranged as follows: Section 1 is the
introduction, which states the problem and motivation;
Section 2 is the introduction of the traditional specifying
solution of the automaton in DES theory, representing the
state of the art in this field and it is also compared with
our proposed approach; Section 3 is the algorithms of the
Boolean semantic specifying method; Section 4 is the
case of study; Section 5 is the conclusion and perspec-
tives.

2. Traditional approach

In this section, the traditional approach of the system
model generation and the operation specifying process is
introduced. For example, an industrial system is con-
structed by two transceivers, and each transceiver has
“idle”, “send”, and “receive” functions. An easy intelli-
gent operation is set: “within these two transceivers, the
one that first receives should first send”. There are three
steps:

Step 1 The modeling of the transceivers and the ge-
neration of the system model by the composition of the
component models;

Step 2 The design of the specification automaton and
the composition operation of the specification automaton
and the system model;

Step 3 The discussion of this approach.

2.1 Component modeling

The behaviors of the components (transceivers in this
system) are modeled by the form of automaton [6]. A
deterministic finite automaton [32] is of five tuples
denoted by

G=(Q; E; f3 xo3 Xi) O]
where Q is the state set, E is the set of transitions, and fis
the transition function OXE — Q. For example, e is
assumed to be a transition event and (¢,, ¢,) € Q, e € E, so
f(q., ©)=g, means that state g, transits to state g, by tran-
sition e. x, is the initial state, and X,, is the set of marked
states.

The modeling of the transceivers is depicted in Fig. 1(a).
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The models are G1= (Q1; E1; f1; xo1; X,1) = ({4, B, C};
{al, a2}; f1; A; C) and G2 = (02 E2; f2; Xop; X,p) =
({D, E, F}; {bl, b2}; f2; D; F). States 4 and D are the
idle states; B and E are the sending behavior states; C and

al a2
Gl:

bl b2
G2:

(a) Component models
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F are the receiving behavior states; transitions al and b1
are system commands to start the sending function; a2
and b2 are system commands to start the receiving func-
tion.

(b) System model

Fig. 1 Modeling of the transeivers and the system model

To generate the system model, these two automata are
composed, as shown in Fig. 1(b). We use “//” to denote
the composition operation between two automata and “x”’
to denote the Cartesian product operation of the subset, so
the composition can be defined:

G1//G2=A(Q1 X 02, E1UE2; f; xo1 X X025 Xin1 X Xo2)
2
where A4, is the extraction function of the accessible parts

in the brackets.
The transition function f'is

(fl (x,e),fz(y,e)), € eE‘l mEZ

(.f](x’e)7y)’ eEEl\(E]mEZ)
V).e) = 3
JEEDO=3 ( hey, ecEAENE) O

undefined, otherwise

where the symbol “\” denotes the complement set opera-
tion; x and y are one of the states of Q1 and Q2 respec-
tively. The explanation of (3) has three layers, in the case
where there is an intersection in £1 and E2: (i) If the tran-
sition event e belongs to the intersection, the transition
function f can be represented using transition from f1 and
f2; (ii) If e belongs to the complement set of the intersec-
tion with E1 as the complete set, the transition function f
can be represented using transition from f1; (iii) If e
belongs to the complement set of the intersection with £2
as the complete set, the transition function f'can be repre-
sented using transition from f2. Therefore, the system
model (denoted by G3) can be obtained:

G3=Gl1//G2=
A (Q1xQ2; E1UE2;
£35 xo1 X X023 Xt X X,2) 4
where Q1-02={(4, D); (B, D); (C, D); (4, E); (B, E); (C,

E); (4, F); (B, F); (C, F)}; EVUE2={al, a2, bl, b2};
Xo1 X02=(4, D); X1 X,,=(C, F).

According to (3), the composition result function f3 is
generated from local transition function f1 and f2. Based
on the Cartesian product, each global state in G3 is gene-
rated from one local state in G1 and one local state in G2,
while the state transition evolution is driven by local tran-
sitions from G1 and G2. For example, in G3, the state
evolution f3((B, D), b1)=(B, E) is driven by bl (b1 EE2,
and f2(D, b1)=E). This global automaton G3 can describe
the whole industrial system behavior of subsystem G1
and subsystem G2.

2.2 Specification automaton to specify
intelligent operations

Based on DES theory, a specification automaton that con-
tains intelligent operation information is designed. By
further composing the specification automaton and the
system model, intelligent operations can be successfully
specified into the model. The specification automaton is
defined as EG = (Q; E; f; xo; X,,) [6].

In model G3 (Fig. 1(b)), four trims pass through state
(B, E), namely {ala2; b1b2; alb2; bla2}. Based on the
intelligent operation principle “first send, first receive”,
trims alb2 and bla2 are legal trims, while trims 5152 and
ala?2 are illegal. Thus, G3 should be operated to be “state
splitting” at state (B, E), signifying a state similar to state
(B, E) should be added and the event sequence should be
replanned: one state is passing through trim b1a2 while
the other state is passing through a1b2 so that illegal
trims can be avoided.

In Fig. 2(a), the specification automaton EG is
designed:

EG = (Qkc; Ekcs fec: Xoecs Xumec) Q)

Where QEG: {15 27 3) 4: 5’ 6}) EEG: {al, 32, b17 b2}7 XoEG™
1; X, z6= 6.
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Ga- 4D, BD2, CD6
(G3//EG)

{al, a2, bl, b2}
(a) Specification automaton

(b) Specified result

Fig. 2 Specification automation to specify the principle of “first send, first receive” for intelligent operations

The initial state 1 passes through albl to state 4, and
then state 4 has only an output transition a2. Thus, we can
ensure that if component G1 first sends (al) and follow-
ing component G2 sends (b1), our system can only exe-
cute the operation that component G1 receives (a2),
thereby satisfying the operation principle “first send, first
receive”. It is the same principle for state 5; if compo-
nent G2 first sends, the specification can guarantee that
G2 is the first to receive. To achieve the above target
function, the EG should be composed of the system
automaton G3, and then the specified automaton becomes
G4=G3//EG, where the composing operation is the same
as the composition operation in Subsection 2.1. The rea-
son is that in EG, fi; (2, b1) =4 and fi; (3, al) =5; in G3,
f:((B, D), bl)= (B, E) and f; ((4, E), al) = (B, E).

According to the transition function of (3), f;,(((B, D),
2), b1) = (fos (B, D), b1), fr(2, b1)=(B, E, 4), ful (4, E),
3), al)~(fos((4, E), al), fyg (3.a1)=(B, E, 5).

As G3//EG is depicted in Fig. 2(b), state (B, E) is a
Cartesian product with state 4 and state 5. State (B, E) is
divided into two new states (B, E, 4) and (B, E, 5), ensur-
ing that their transition trims adhere to the intelligent
operation principle of “first send, first receive”.

2.3 Discussion

The composition of component models can generate the
system model, providing an alternative solution for auto-
mated system model generation. The establishment of the
specification is difficult to handle, demanding meticu-
lous consideration of the intricate transitioning data in the
system model and accurate planning of new event
sequences based on intelligent operations. Given the
potential complexity of both the system model and intelli-
gent operations, which may encompass thousands of
states, this specifying task seems to be impossible for a
proficient engineer. It requires dynamically specifying the
model whenever the intelligent operations are set during
the lifecycle of the industrial system. Moreover, this
specifying approach seriously lacks compatibility. Any
alteration or resubmission of the system or the operation

calls for a total change of previous work, rendering the
specification non-reusable. Hence, there is a pressing
need for an easily manageable and universally applicable
specification approach, which is expected to foster the
adoption of DES.

3. Boolean semantic specifying approach

This section introduces the Boolean semantic specifying
method, which consists of five steps. To fully express the
component behaviors, Boolean labels are applied to the
automaton model in Subsection 3.1. The component mo-
dels are composed to generate the system model; thus, the
Boolean label conjunction through composition is stu-
died in Subsection 3.2. As each state is linked with a
Boolean label in the system model, the states can be iden-
tified by the property introduced in Subsection 3.3. In
Subsection 3.4, according to the transition function, the
transitions in the system model can be identified with the
help of identified states. In Subsection 3.5, the Boolean
semantic specifying solution that can be processed by the
identified transitions and states is studied.

3.1 Boolean label-enhanced automaton for
component modeling

In Subsection 2.1, the modeling of component behaviors
is introduced, and here, this modeling solution is
enhanced by the addition of Boolean labels. The Boolean
labels provides a comprehensive representation of com-
ponent behaviors, serving as a valuable tool for state and
event sequence identification in the specification of intel-
ligent operations.

A set of Boolean labels (denoted by AP, for the mean-
ing of atomic proposition) and a link function that links
the state names with Boolean labels (denoted by L, for the
meaning of linking) are added to the definition of
automaton.

G=(Q; E; f; x0; X3 AP; L) (6)

where Q, E, f, x,, X,, are the same as defined in Subsec-
tion 2.1; AP is the set of Boolean labels, for example, we
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can use a Boolean letter WORK to represent that the sys-
tem is working, and its negation "WORK to indicate that
the system is not working, AP={x,, x,, x,, ", x,}; L:
Q—»ZAP is the link function linking the state names with
Boolean labels, and 2"" is the power set of AP. The con-
junction of 2" clements is denoted by the form of logic
“and” (symbol: A), ZAP={®, Xo» X1y Xay XgAXy, XoAXy,
X1 AXy, XgAX | AXy, ).

However, although the state names are different, two
or more states can share the same Boolean label, pro-
vided that these states have the same characteristics. For
example, in Fig. 1(a), although state 2 and state 3 are in
the “send” and “receive” states, respectively, they can
share the same label, “WORK?”, and “idle” state A should
be linked with the label ““WORK?”, when it is only con-
sidered that the system is working or stopped.

For the send-receive industrial system (in Fig. 1), the
automata can be defined: G1 = (Q1; E1; f1; x,;; X,,1; AP1;
L1) and G2 = (Q2; E2; f2; x¢; X,n; AP2; L2). As
described, each local component has three working
modes: “idle”, “send”, and “receive”. To establish the AP
set, for each local component, three basic Boolean ele-
ments are needed: APl1={idlel, sendl, receivel} and
AP2={idle2, send2, reveive2}. With the help of the link
function L1: Q1—>2AP1 and L2: Q2—>2AP2, the state can be
associated with these Boolean labels. What should be
emphasized here is that as each AP element is a Boolean
value, there exist two expressions of each label: “true” or
“negation”. Therefore, by this link function, if we want to
associate one state with one true AP element, we can
directly label it; if we want to associate one state with one
negation AP element, we can use “—” marked before AP
to label it (we denote the negation logic AP element with
symbol “=7).

Due to the function and the performance of the compo-

nents, in G/ and G2, the labeling result is L1(4)=idlel;
L1(B)=sendl; L1(C)=receivel; L2(D)=idle2; L2(F)=send2;
L2(F)=receive2.

3.2 Boolean label conjunction via automata
composition

It is introduced in Subsection 2.1 that the component
models are composed to automatically generate the sys-
tem model. Therefore, the study of Boolean label con-
junction via automata composition can help obtain the
labels of all the states in the system model. This step is
important to treat the scalability in our approach.

For two automata G1 = (Q1; E1; f1; x5 X,.1; APL; L1)
and G2 = (Q2; E2; f2; x¢y; X,o; AP2; L2). The composi-
tion of them is

G1//G2= A, (Q1 x Q2;E1UE2; f; Xo1 X Xoo;
X1 X X0, APLUAP2, L1 AL2) (7

where AP1U AP2 means the union of two atomic propo-
sition sets, such that the composition of the transceiver
models is AP1UAP2= {idlel, sendl, receivel, idle2,
send2, reveive2}. The link function in automaton G1//G2
is connected with the “and” logic with two local link
functions: L1: Q1—>2AP1 and L2: Q2—>2AP2. The global
link function is then defined as

LIAL2: Q1 x Q2 — 2APIVAPZ (8)

To be explained in more detail, we assume two states x
and y, where xe Q1 and ye 02. We use (x, y) to denote the
product state from x and y belonging to the system model
(x, »)EQI1xQ2, and we use L(x), L(y), L(x, y) to denote
state AP labels, so we can achieve

L(x,y)=L(x)AL(®). €

The label function L1AL2 of the global automata
G1//G2 is shown in Table 1.

Table1 Composed AP via automata

State name Composed AP State name Composed AP
A, D idlel Aidle2 B, F sendl Areceive2
A E idle1 Asend2 C,D receivel Aidle2
A F idlel Areceive2 C, E receivel Asend2
B,D send1 Aidle2 C, F receivel Areceive2
B E sendl Asend2 — —

3.3 State identification

As all the states in the system model are already linked
with Boolean labels, it is possible to identify the states
using a Boolean property. If the Boolean labels satisfy the
property in logic, the states are identified.

To clearly identify the states, as shown in Fig. 3, an
arrow “—” is applied to denote a certain transition
between two states. On the left of “—” is the starting
state, on the right side is the destination state, and on the
top is the transition name. A box marked on the left top is
the “state identification box” to contain the identifying
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information. This box will be a pre-processed document
that is conveniently prepared for our further specification
design.

Here, we present instructions of the transition identifi-
cation box. Depicted in Fig. 3, as (B, E) is identified by
P1 in the state identification box; in the middle part,
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according to the transition function /3 in G3 and (12), the
existing transitions starting from (B, E) are presented in
the transition identification box, namely Pl—; on the
right side is the complement set operation E3-{P1—},
which includes all the transitions except when both G1
and G2 are in a sending state.

—)

Transition expression name: P1—

Transition expression name: £3-{P1—}

Expression:
Property name: P1

[send1 /\send2]—

Expression:
E3-{[send1 /\send2]—}

Identified transition:

Value: sendl /\ send2

Start state set: (B, E)

, D)4 (B, D), (B, D)3 (C, D)

Automata: G3

Destination state set: O3

D)2 4, B (4,5 B 4, )

Component G1 and component G2 both

in send information operation perform

State set: Identified transition: @08 e, p; .0 cp
2
B, E) B.5 (C.E) . E) 4 (8, By, (4, ) < 8, F)
b2 a2
b2 C. C,F); (B = (C
— 6.0 5.5 .5Bcren3er
. Remark:
Remark:

The output transition set of the
component G1 and G2 both in send
operation perform (send! /\send2).

All the transitions except the output
transitions of the component G1 and G2
both in send operation perform

(sendl /\send2).

(a) State indentification box

(b) Transition indentification: P1—

(c) Transition indentification: E3-{P1—}

Fig.3 State identification and transition indentification associated with the state name (B, E)

In the state identification box, from top to bottom,
there are five floors, written in bold: property name;
property value (the property value consists of sev-
eral Boolean values from the set of AP); automata (which
automaton the property is operated on); state set
(the states who satisfy this property); Remark for this
property.

For the purpose of state identification, according to the
system management requirement context, the identifica-
tion property will be established in the form of AP. When
there is a need to extract several states that share certain
similar significance from the universe set, primarily it
should define a formal identification property to describe
this significance.

The state identification property uses the Boolean
labels in the component models to describe “what kind of
states are considered according to intelligent operations”.
The Boolean labels are connected with the conjunction
“and” logic (symbol “A”), disjunction “or” logic (sym-
bol “v”), and also applied with the negation (“—) logic.
Various logic combinations are able to establish all com-
plex Boolean algebra, ensuring the establishment of vari-
ous state-identifying properties. For example, consider-
ing global model G3, the property value “idlelvidle2”
can express “at least one of the transceivers is idle”.

Given an automaton G = (Q; E; f; xy; X,,;; AP; L), an
identified state set IS(®i), whose state label L(x) satisfies

a property value @i, is

IS(®i) = {x] x € Q, L(x) E ®i) (10)

IS(®i) is a subset of automaton state set Q. If no state
label satisfies the property, IS(®i) will be an empty set.
Here, the symbol “k” is applied to denote L(x) is a suffi-
cient condition of ®i.

The identification judgment formula compares whether
the state label is a sufficient condition of the identifica-
tion property. Sufficient condition judgment is available
in most logic analysis tools, such as reduced ordered
binary decision diagrams (BDDs) [33]. Here is a short
example using BDD order “imp” (means “imply”) to
judge the sufficient condition. As shown in the state iden-
tification box of Fig. 3, by scanning Table 1 and using
“imp” to illustrate (10) in BDDs, when inputting the state
label of (B, E) and the property P1= sendl Asend2, the
judgment result presents “7” (means “true”). This implies
that L3(B, E) £ P1 and the wanted state is (B, E).

3.4 Transition identification

As the states are successfully identified, the identifica-
tion of the transitions is also achievable according to the
transition function of the automaton.

According to the transition function of G3, the transi-
tion function corresponding to transition al is f3((4, D),

al) = (B, D), so the arrow format should be
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(A, D)5 (B, D).

Furthermore, the arrow can also denote a set of identi-
fied transitions between two identified state sets. There
are three forms of the identified transitions, and these
forms are explained by (11), (12), and (13). Given an
automaton G = (Q; E; f; x,; X,,; AP; L) and two state iden-
tifying properties @i and ®j. Based on ®i and ®j(10),
resulting identified state sets are IS(®i) CQ and IS(®j) C
0. Based on the transition function f'in G, the identified
transitions are

AxeElf(q.x) =q', q<€IS(Di);

IS(®i) — IS(®j) = q €IS(®j)
@, else
(11)
IS(®i) = {Hx €E|f(g.x)=¢q, qlIS(Pi);q" € 0
@, else
(12)
ﬁls@j):{ﬂx”lf(‘f’x):q’ q € Q;q €1S(®j)
@, else
(13)

Here, (11) represents the transitions identified by
traversing from the state g in IS(®1i) as the starting state to
the state ¢’ in IS(®j) as the ending state. Equation (12)
expresses the transitions identified by traversing from the
state ¢ in IS(®1i) as the starting state to the state ¢’ in the
state set O as the ending state. Equation (13), on the other
hand, represents the transitions identified by traversing
from the state ¢ in the state set O as the starting state to
the state ¢’ in IS(®j) as the ending state.

A transition identification box is used to hold these
transitions, depicted in the transition identification box of
Fig. 3. To be distinguished with the state identification
box, there is no “small box marked on the left top” in the
outward appearance. There are six floors in this box from
top to bottom: the transition expression name; the transi-
tion expression; start and destination state sets; identified
transition is from the definition of “x” in (11), (12), (13),
and they are shown in the form of certain start state, des-

EGI:

{al, a2, b1, b2}
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tination state, and transition name with symbol “—"; the
bottom floor is the remark of the transitions. Moreover, to
operate on the transition set, two set operations are
applied: complement set operation (operation symbol
“—) and union set operation (operation symbol “+”).

3.5 Boolean semantic specifying solution

To implement our wanted specifying approach, a novel
specification boolean semantic direct expressing specifi-
cation automaton (denoted by SDS) is created. In this
SDS, the Boolean semantic is used to effectively and ea-
sily express intelligent operations, replacing the complex
states/transition plan in the specification automaton with
the traditional approach, and there is no need to consider
the complex details of the system model. To parse the
Boolean semantics, the mentioned states and transitions
are pre-processed by identification boxes, a process that
can be automatically treated by computers. As shown in
Fig. 4, if the operation is set “To guarantee safety and
these two transceivers are both sent, the whole system
must be stopped (no further performance)”, SDSI is ea-
sier to establish than the traditional specification model
EGI1. To establish EGI1, by the traditional approach, it
must first consider the trajectory sequences from initial
states to state (B, E). This indicates that when two
transceivers are both in the sending state, the state (B, E)
should become a blocking state. Finally, the other transi-
tions respect the same transiting detail of system model
G3. If there are a large number of states and transitions in
the system model, the workload for planning trajectory
sequences will be extremely substantial. However, when
establishing SDS1, only one Boolean semantic “E3-
{P1—}” is needed, this means that all the transitions are
allowed except when G1 and G2 are both in the sending
state (supported by the identification boxes in Fig. 3).
There is no need to consider the complex detail of G3. A
notable highlight is the robust adaptability of SDSI,
extending its applicability to any other system incorporat-
ing such intelligent operations. On the right side of Fig. 4,
it can be seen that these two specifications have the same
result (on the right side of Fig. 4).

(a) Traditional specification EG1
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SDS1:

E3-{P1—}
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(b) SDS1 solution

Fig. 4 Comparison of traditional specification and SDS solution

SDS is formally defined as a Boolean enhanced
automaton. SDS= (Qsps; ITsps; fsps> Xospss Xmspss Ssps)s
Oqps 1s the state set, ITgpg is the identified transition as
introduced in the identified transition box and ITgyg C E,
Xosps 1S the initial state, x,,gps is the marked state and Sgpg
stands for the Boolean semantics of the transitions.

The composing operation of SDS and system model G
is

GS = A (Q6 X Osps; Eass fasi X6 X Xospss

XmG X Xmsps; APgs; Lgs) (14)

where QOg*xQgqps is the state set of the Cartesian product
result; Egg is the transitions set; X,gXX,sps and X,,XX,.sps
are the initial state and marked state, respectively. In
some situations, there is no need to consider the marked
state, so the marked state can be dismissed while the
specifying function is also achievable; AP is the AP set
in GS, which remains the same as the AP set of automa-
ton G, APgs =AP,. Because there are no new labels cre-
ated in SDS, after the composition, the label of GS is its
original state in G. It is formally explained by

Los (X',y) = Lg(x) (15)
where x, x'€ 05, ¥'E QOsps, (X', ¥') € Ogs.
(x',y"), condition(1)
Jfos (x,¥),e) =4 (x,)"), condition(2) (16)

undefined, otherwise

where condition (1) is EgpsCEG, e EE;NEgps , (X, x') €
s, fo(x, e)=x"and (v, ") € Osps, fsps(y, €)=y". Condition
(2) is Esps ¢ Eg, € € Qgsps but e¢0g, (v, ¥") € Osps, fsps(Vs
e)=y'.

For condition (1), “e” is the intersection of E; and Egpg.
The identified transition is from the system model G,
mapping to SDS. The identified transition is required not
only to have the same name but also to transit in the same
way as in G. Assuming in G that there are two identified
states x and x": according to Ls(x)E@1 and L(x")ED2 and
the transition function fi(x, e)=x’, an identified transition
“e” in G is about the transition from state x to state x":
Xx—> Xx'; moreover, transition e is applied into the specifi-

Xéx’
cation automaton SDS by the form: y —— ), so based

on the transition function fgg, in the resulting automaton
GS, the state transition is (x, y)—c> (x,y).

For condition (2), “e” is not an identified transition,
and “e” is an additional transition compared to E, it will
follow the normal composing principle introduced in (3).

To illustrate an intelligent operation, the Boolean
semantic is established by a combination of “—” and
property value “Pi” stands for the identified transitions,
while transition set operations “+” or “—” can be used.

Decipted in Fig. 4 SDSI, the transition function of
SDS1 is explained: fops,(1, (E3-(P1—)))=1 and the identi-
fied tra%nsitions in G3 is bgtll the transitions except
(B,E)— (C,E) and (B,E)— (B,F), so the transition
function is assumed to be f;;((B, E), (E3-(P1—))) # (C,
E) # (B, F), based on (16), the transition function in G6 is
fod(B, E, 1), (E3-(P1—))) # (C, E, 1) # (B, F, 1). This
proves that there is no output transition from state (B, E,
1) to (C, E, 1) or to (B, F, 1), as shown in G6 of Fig. 4,
satisfying this operation requirement: “the system must
be stopped, when two components are sending at the
same time”.

4. Case of study

In industrial systems, there are always several cooperat-
ing subsystems, and these subsystems have their own
complex behaviours, such as the transceivers in the exam-
ple. Therefore, a global model that can describe all
behaviours of the industrial system is needed. In addition,
the complex intelligent operations are multiplied and
dynamically set on to the system. The modelling solution
is as follows. First, a component model is established to
describe the component behaviours. Second, the global
system model can be automatically generated by compos-
ing the component models. Third, SDS is established
based on the operations, and the related state and transi-
tion identification boxes can be automatically processed.
Finally, by composing the SDS and system model, the
system model evolutes in accordance with intelligent
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operations.

This part studies the specifying operation of the “first
send, first receive” for system G3 (shown in Fig. 1). As
G3 is already generated by the form of Boolean-enhanced
automata composition in Subsection 3.2, this section only
focuses on the specifying task.

Faced with this operation, the Boolean semantic should
convey either “subsystem G1 first sends and then G1 is
ordered to receive first” or “subsystem G2 first sends and
then G2 is instructed to receive first”.

The respecting specification automaton SDS2 is pre-
sented in Fig. 5 and synchronized with the global model
G3. We obtain the result G7. Because the management
requirement context remains the same, we can obtain the
same state splitting result as the normally used specifica-
tion automaton compared to G4 in Fig. 5. In specifica-

{al, a2, bl, b2}
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tion automaton SDS2, the key solved problem is as fol-
lows: when two subsystems are both in sending state, we
should identify that if G1 first sends, then G1 should be
specified to receive first, and the same principle that if G2
first sends, then G2 should receive first. Through compar-
ing EG and SDS2, we can summarize the advantages of
our modeling approach: SDS2 is applicable to all sys-
tems incorporating the principle of “first send, first
receive” while EG is only suitable for individual systems.
Furthermore, when there are changes or additions to the
operations, SDS2 does not require model resubmission.
However, EG necessitates re-planning trajectory paths,
leading to lower efficiency and difficulty in implementa-
tion. Therefore, this universe modeling approach holds
significant potential and can be applied to future com-
plex intelligent industrial systems.

G4:
(G3//EG)

(a) Traditional specification EG

SDS2: E3-{—[send1 /\send2]}

G7:

(b) SDS2 solution

Fig.5 Case of study

Depicted in SDS2 of Fig. 5, the initial state 1 has a self-
loop transition E£3-{—[sendlAsend2]}. By this Boolean
semantic, we can see that in this state, all the transitions
of E3 will remain unchanged except the input transitions
resulting in the states “G1 and G2 are both in the sending
state”. From state 1 to state 2 is the transition
[idle2]—[send1 Asend2], which means it considers the
transition from G2 in idle performance to G1 and G2 both
in send performmance, indicating that G1 first sends.
From state 2 to state 1 is the transition [send1 Asend2]—
[receivel]. This implies that the only allowed transition
from state 2 to state 1 is from two systems both in send
performance to G1 in receive performance, indicating

that G1 first receives. By this design, when transitioning
from state 1 to state 2 and then back to state 1, the speci-
fication automaton will ensure that when facing G1 and
G2 both in send performmance, the only guaranteed tran-
sition trajectory is that if G1 first sends, it vx;illl also be tahze
first to receive. The result in G7 is (B,D,1) — (B,E,2) —
(C,E,1). The same principle applies to state 3, ensuring
that if G2 first sends and then G2 first receives by speci-
fying that the result in G7 is (A,E,1) % (BENS
(B,F,1).

Fig. 6 is the state identification boxes that serve the
transition boxes based on (10). Fig. 7 presents the transi-
tion identification boxes, which serve the semantics based
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on (11), (12), and (13). The identification boxes of states
and transitions can be automatically processed by a

] ] |
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spooler, and the only manual task is designing the
Boolean semantics.

] ]

Property name: P1 Propery name: P2

Propery name: P3

Propery name: P4 Propery name: P5

Component G1 and
component G2 are in
both send operation
perform.

Component G2 is in
receive operation perform,
component G1 is in any
possible operation perform.

Component G1 is in
receive operation perform,
component G2 is in any
possible operation perform.

Component G2 is in idle
operation perform,
component G1 is in any
possible operation perform.

Value: send1 /\send2 Value: receive2 Value: receivel Value: idle2 Value: idlel
Automata: G3 Automata: G3 Automata: G3 Automata: G3 Automata: G3
State set: State set: State set: State set: State set:

(B, E) A, F), (B, F), (C, F) (C, D), (C,E), (C, F) (4, D), (B, D), (C, D) (4, D), (4, E), (4, F)
Remark: Remark: Remark: Remark: Remark:

Component G1 is in idle
operation perform,
component G1 is in any
possible operation perform.

Fig. 6 State identification

Transition expression name: —P1

Transifion expression name: E3-{—P1}

Transition expression name: P5—P1

Expression: — {sendl /\send2}

Expression: E3-{— {sendl /\send2}}

Expression: {idlel}— {sendl /\send2}

Start slate set: O3

Destination state set: (B, E)

Identified transition:
“, 5 B, E)
#.0) 2 5. E)

Remark:

The input transition set of the component|
Gl and G2 are both in send operation
perform {send1/\send2}.

Identified transition:

1, D)% B, D), (B, D)3 (C, )
4, D)2 (4, Ey; 4, ) B (4, )
02 p: 3.5 B E
5% 6. 655
% B P3PS

Start state set: (4, D), (4, E), (4, F)

Destination state set: (B, E)

Identified transition:

“, £y (8, )

Remark:

All the transitions except the input transition
of the component Gl and G2 are both in send
operation perform {send1/\send2}.

Remark:

The transition set: the component G in idle
perform{idlel} evolution to component G1
and G2 both in send operation perform
{send1/\send2}.

Transifion expression name: P4—P1

Transition expression name: P1—P2

Transition expression name: P1—P3

Expression: {idle2}— {sendl /\send2}

Expression: {send1/\send2}— {receive2}

Expression: {sendl /\send2}— {receivel

Start state set: (4, D), (B, D), (C, D)

Start state set: (B, E)

Start state set: (B, E)

Destination state set: (B, E)

Destination state ser: (4, F), (B, F), (C, F)

Destination state set: (C, D), (C, E), (C, F)

Identified transition:
3.0 3, E)

Identified transition:

&5 %@

Idenfified transition:
8.5 (CE)

Remark:

The transition set: the component G2 in idle
perform{idle2} evolution to component G1
and G2 both in send operation perform

Remark:

in send perform {send1/\send2} evolution

to component G2 in receive perform

The transition set: the component G1 and G2,

Remark:
The transition set: the component G1 and G2|
in send perform {send1 /\send2} evolution

to component Gl in receive perform

{receive2}.

{send1 \send2}.

{receivel}.

Fig. 7 Transition identification

5. Conclusions

For industrial systems, model-based system engineering
is applied for system analysis, simulation, control, and
property verification. Various intelligent operations
require a stochastic specifying approach based on the
original system model, making it a complex, tough, and
erratic task. Our research is able to be simple and uni-
form by designing the Boolean semantics directly on the
basis of the operations.

To ensure scalability, our approach starts from the
treatment of component behaviours, necessitating only
basic information of each component. Thanks to the com-
position formulas in our approach, the global system
model becomes attainable, resolving the problem of
“super large-scale systems model implementation impos-
sible by manual”.

In terms of agility, facing the problem that various
specifying demands will lead to erratic implementation
work, an interesting point in our approach is that no mat-
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ter how changeable the system model is, one intelligent
operation will always remain to be the unique specifica-
tion model. It has the strong compatibility that there is no
need to change the Boolean semantic specification
automaton design whenever the model is changed or even
a new industrial system is given. If two or more opera-
tions are added to the system, the system engineers only
need to design each SDS based on each operation and
automatically compose them with the system model; thus,
the model is multiply specified.

Concerning universality, the application of our pro-
posed approach will be considerable. Thanks to the large
scope of DES framework applied objects, if one indus-
trial system happens in performance and reasonable
events, the model implementation and evolution is
achievable through our approach. Furthermore, due to the
powerful expression function of Boolean semantics, this
approach is nearly able to specify all kinds of operations.
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